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The lowest electronically adiabatic potential energy surface of the uracil anion has been theoretically investigated
with density-functional theory methods in order to understand the mechanism of the N-H bond dissociation
induced by low-energy electron attachment. We found that the BH&HLYP level can reasonably describe
both the dipole-bound and valence anionic states in a balanced way. With this density-functional theory level,
we have constructed two-dimensional potential energy surfaces as a function of appropriate internal coordinates
and discuss the importance of electronic coupling between the dipole-bound and valence anion states in
dissociative electron attachment of uracil. The transition state geometry for the electronic isomerization between
the dipole-bound anion and the π* valence anion was successfully optimized and the barrier height for this
isomerization was found to be relatively low. It was found that the out-of-plane motion of H at the C6 position
plays the most important role in this isomerization process. Reduced-dimensionality quantum wave packet
calculations taking two active internal coordinates into account have also been performed to interpret the
resonance structures observed in cross sections for the N-H dissociation channel at a qualitative level.

1. Introduction

Since the observation that low-energy electrons cause sig-
nificant DNA/RNA damage including strand breaks,1-3 a large
number of studies have been carried out for electron collisions
with isolated nucleic acid base molecules in the gas phase.
Previous electron-molecule scattering experimental studies
revealed that low-energy electrons effectively induce fragmenta-
tion of isolated DNA/RNA pyrimidine and purine bases through
dissociative electron attachment mechanisms.4-17 It is now
established that the most abundant fragment anion formed at
collision energies below 3 eV is the closed shell dehydrogenated
molecular anion via e- + M f M-* f (M-H)- + H, where
M stands for the parent nucleic acid base molecule and M-* is
the transient negative ion. Notice that this behavior simply
comes from the fact that the dehydrogenated radical (M-H)
has relatively large electron affinity. These gas-phase experi-
ments have given clear evidence that low-energy electrons can
cause DNA/RNA damage through bond dissociation.

Interestingly, in recent electron-scattering studies with an
improved collision energy resolution, several narrow resonance
peaks have been observed in dissociative electron attachment
cross sections of the (M-H)- + H production channel at low
collision energies below 2 eV for uracil (U) and thymine
(T).6-10,14 One report suggests that the observed resonance peaks
are presumably due to the formation of different (M-H)-

isomers since hydrogen atom loss can occur from several
different sites.8 However, all other recent papers conclude that
those peaks can be assigned to vibrational Feshbach resonances
arising from coupling between the dipole-bound state, where
an excess electron is bound by the strong dipole field, and the
valence anion state associated with occupation of the lowest
N1-H σ* orbital. This means that the main two resonance peaks

can be identified as the V ) 2 and 3 vibrational levels of the
N1-H stretching mode (V is the corresponding vibrational
quantum number), which should lie in energy above the
(M-H)- + H dissociation threshold.7 Other resonance peaks
observed were tentatively assigned as the combination of the
N1-H stretching mode and other vibrational mode such as the
C-H or C-N stretching mode.14

Extensive electronic structure studies have been reported for
understanding the mechanism of the dissociative electron
attachment processes of uracil, thymine, and other related
molecules.18-42 For example, Li et al.26 have theoretically
characterized one-dimensional potential energy curves for U-

along the N-H and C-H bonds using hybrid density-functional
theory (DFT) calculations at the B3LYP level as well as the
complete-basis-set approach. Although they were able to obtain
reliable N-H and C-H bond dissociation energies, they noticed
that the B3LYP calculations cannot describe the dipole-bound
anion state at all and significantly overestimate the stability of
the π* valence anion state, where an excess electron is trapped
in the π* orbital of uracil. Scheer et al.29 have constructed a
one-dimensional potential energy curve along the N1-H stretch
coordinate with the Hartree-Fock-based configuration interac-
tion method in order to understand the resonance contribution
to the dissociative electron attachment of uracil. They have
identified reasonable resonance peaks by computing Franck-
Condon factors; however, the π* valence anion state was
completely ignored in their calculation. Sommerfeld28 investi-
gated electronic interaction between the dipole-bound anion state
and π* valence anion state of uracil using a sophisticated ab
initio electronic structure method. He has found a potential
energy barrier (∼0.1 eV) formed by an avoided crossing
between the dipole-bound and π* valence anionic states.
Although he did not consider U- dissociation processes, his
study clearly showed that the dipole-bound state can be a
doorway in dissociative electron attachment since an excess
electron can be transferred from a diffuse dipole-bound orbital

† Part of the “George C. Schatz Festschrift”.
* Author to whom correspondence should be addressed. Fax: +81-48-

858-3700. E-mail: tako@mail.saitama-u.ac.jp.

J. Phys. Chem. A 2009, 113, 4795–4801 4795

10.1021/jp808885x CCC: $40.75  2009 American Chemical Society
Published on Web 12/09/2008



into a compact π* valence orbital to form a long-lived anion.
Very recently, large-scale ab initio electronic structure calcula-
tions using extrapolation schemes have been carried out to obtain
accurate energy levels of the π* valence anion states for uracil
and thymine.30,31,36,42 These studies show that the π* valence
anion state for uracil is slightly more stable than the neutral
state after zero-point vibrational energy corrections.

In this paper we discuss in more detail the dissociative
electron attachment process of uracil, e- + Uf U-*f (U-H)-

+ H, from a theoretical viewpoint. As mentioned above, only
Scheer et al.29 are proposing a dissociation mechanism through
the coupling of the diffuse dipole-bound state and the low-lying
σ* anionic state. They succeeded qualitatively in interpreting
the observed resonance structure with a simple one-dimensional
potential energy model; however, their treatment is too simple
since only the N1-H stretching coordinate is taken into account
in the dynamics. In particular, it should be important to
investigate the importance of the π* valence anionic state in
the dissociation process, as Sommerfeld has previously
suggested.28,43-45 Here we extend the theoretical work of Scheer
et al. to include another active coordinate in the dynamics so
as to describe the dipole-bound state and π* and σ* valence
anionic states simultaneously. We believe that the present
theoretical study would be a good starting point for further
quantitative interpretations of the observed resonance structures.

2. Choice of an Appropriate DFT Level for Uracil Anion

As mentioned before, uracil can form two different types of
bound-electron anion states: the diffuse dipole-bound state,
where an extra electron is attached to the electrostatic dipole
attractive potential, and valence anion state, where an excess
electron occupies a compact valence orbital. Therefore, equi-
librium geometries for these two states are consequently very
different; the dipole-bound anion geometry is very close to the
neutral minimum structure with planar Cs symmetry, while the
π* valence anion state has a puckered ring structure with C1

symmetry. Since these two anion states have very different
electronic structures, different computational approaches have
been traditionally employed to characterize the energetics and
structures of these anions. However, in order to understand the
mechanism of the dissociative electron attachment process and
to obtain a global feature of the anion potential energy surface,
one has to employ an appropriate computational level that can
describe both anion states in a balanced way. In this work we
employ DFT methods although most of the previous theoretical
studies based on DFT calculations failed to describe both anion
states simultaneously. Nevertheless, since DFT calculations are
computationally less expensive and geometry optimization
schemes using analytical first derivatives can easily be applied,
the DFT methods are suitable for obtaining global pictures of
potential energy surfaces. In addition, it may be important to
know which DFT method can describe both anion states since
various exchange-correlation functionals have been proposed
so far.

First, we have carried out geometry optimization for both
the dipole-bound anion and valence anion states of uracil using
various DFT methods with the 6-311++G(2d,p) basis set. For
hydrogen atoms, we have further added two diffuse sp functions
whose exponents of the s functions are 0.012 and 0.04 while
those of the p functions are 0.25 and 0.0833. These exponents
were obtained from the outermost sp functions of the
6-311++G(2d,p) basis set by using a scaling factor of 3. We
have examined a total of 5 DFT methods: B3LYP,46,47

BH&H,47-49 BH&HLYP,47-49 B3PW91,46,50 and X3LYP51 imple-

mented in the GAUSSIAN-03 code.52 The potential energy
profiles were then calculated along the straight line vector
connecting the two minimum geometries with

x(s)) xDBA – s(xDBA - xVA) (1)

Here s is a dimensionless “reaction coordinate” varied from s
) 0 to 1. xDBA and xVA represent the equilibrium structures of
the diffuse dipole-bound state (s ) 0) and the valence anion
state (s ) 1), respectively. This scheme is exactly the same as
that employed by Sommerfeld.28,43-45 All electronic structure
calculations presented in this work were performed with the
GAUSSIAN-03 code.52 Figure 1 displays one-dimensional
potential energy profiles of U- obtained from the five DFT levels
along with the electron propagator based ADC result of
Sommerfeld.28 Notice that the zero energy level is taken to be
the energy of the dipole-bound anion state minimum (s ) 0).
The ADC result of Sommerfeld shows that the dipole-bound
and valence anion states are nearly isoenergetic; however, he
mentioned that the ADC level is roughly comparable with MP2
level results.28 For the energy difference between the dipole-
bound and valence anion states (without zero-point energy
correction), the most recent and more accurate value is reported
to be 133 meV, which has been obtained from large-scale ab
initio wave function-based calculations combined with the basis
set extrapolation scheme by Bachorz et al.36 Interestingly, the
DFT calculation with the BH&HLYP functionals is found to
give a very encouraging result of 160 meV. On the other hand,
it is seen that the B3LYP, B3PW91, and X3LYP methods give
very different results; the valence anion state is always more
stable than the dipole-bound state. We can see that the dipole-
bound state obtained at the B3LYP, B3PW91, or X3LYP level
is not a minimum on the anion potential energy surface. This
result is consistent with previous B3LYP studies of Li et al.26

and comes from the fact that the B3LYP method significantly

Figure 1. Potential energy profiles of uracil anion along the linear
scaling factor s calculated with several DFT levels of theory; s ) 0
and 1 correspond to the geometries of the diffuse dipole-bound and
valence anion states, respectively. Filled triangles represent the ab initio
ADC result of Sommerfeld taken from ref 28. Structures for dipole-
bound and valence anions optimized at the BH&HLYP level are also
shown.
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overestimates the stability of the π* valence anion state. It is
important to mention recent DFT studies on water cluster anions
by Herbert and Head Gordon.53,54 They have calculated vertical
detachment energies (VDEs) for various conformers of (H2O)n

-

using both wave function-based electronic structure methods
and some DFT methods. Although the (H2O)n

- clusters have
only dipole-bound anion states unlike the uracil anion case, they
found that the BH&HLYP level calculations give comparable
results to very accurate CCSD(T) results. Also, common
exchange-correlation functionals such as BLYP and B3LYP
significantly overestimate the VDE values for the (H2O)n

-

clusters.
Figure 2 displays the potential energy curves for both neutral

and anionic uracil along the dimensionless coordinate s obtained
from the BH&HLYP level calculation. Also shown in this figure
are singly occupied molecular orbitals of U- at some selected
points. All the orbitals in Figure 2 are drawn at the same
isosurface value of 0.02 au. This means that the orbital for the
dipole-bound state would be more diffuse than that for the
valence anion state if we plot the orbitals based on electron
density.55 Thus, the electron density within the plotted orbital
gradually increases from s ) 0 to 1. Nevertheless, it is seen
that an extra electron is smoothly transferred from the diffuse
orbital to the π* antibonding orbital with an increase of s. The
VDE value for the dipole-bound state and valence anion state
were calculated to be 49 and 647 meV, respectively. The former
value is somewhat smaller than the highly accurate value (71
meV) of Bachroz et al.30,36 This is simply because our calcula-

tions do not include too diffuse basis functions. To confirm this,
we have carried out additional single-point calculations using
diffuse basis functions up to 6s6p on H atoms with the same
scaling factor. The obtained VDE values for the dipole-bound
anion state (s ) 0) were 74, 102, 123, and 125 meV for +3s3p,
+4s4p, +5s5p, and +6s6p basis functions. This result indicates
that very diffuse functions are necessary to obtain fully
converged VDE values. On the other hand, the VDE value at
the valence anion minimum (s ) 1) is somewhat larger than
that of the accurate value (596 meV) of Bachroz et al.36 From
Figure 2 the transition state behavior is clearly seen at s ) 0.7.
Using the geometry at this point as an initial geometry, we have
carried out transition state geometry optimization at the
BH&HLYP level of theory. The obtained transition state
structure is presented in Figure 3 along with atomic displacement
vectors for the imaginary frequency mode. We can see that this
vibrational mode nearly corresponds to the out-of-plane bending
motion (approximately a′′ -mode) of the hydrogen atom at the
C6 position. This is quite reasonable since the singly occupied
orbital has a π* character for the C5-C6 bond. We notice that
the motion of the H atom at the N1 position also has a small
contribution to the displacement vectors. The barrier height
measured from the dipole-bound minimum was calculated to
be 178 meV, while the barrier height measured from the π*
valence anion minimum is only 17 meV without zero-point
vibrational energy corrections. Thus, the π* valence anion
minimum is located in a very shallow well at least on the
BH&HLYP-level potential energy surface.

Next we have constructed a two-dimensional potential energy
surface as a function of the out-of-plane angle of H at the C6

position and the N1-H distance corresponding to the dissocia-
tion coordinate to form (U-H)- + H. Other internal coordinates
were optimized with respect to the energy. The resulting contour
plot is presented in Figure 4. Needless to say, the out-of-plane
bending of H at the C6 position plays the most important role
in transformation between the dipole-bound anion and π*
valence anion. It is also interesting to notice that a weak crossing
seam passing through the saddle point is seen. Thus, the obtained
potential energy profile is a result of electronic coupling between
the dipole-bound and valence anion states of uracil, as was
previously pointed out by Sommerfeld.28 The present result
strongly suggests that transformation between the dipole-bound
anion and π* valence anion can easily occur when a sufficient
energy is partitioned into the C6-H out-of-place vibrational
motion via electron collisions. We have also calculated a two-

Figure 2. Potential energy profiles of neutral and anionic uracil along
the linear scaling factor s calculated at the BH&HLYP level of theory.
Singly occupied orbitals at some selected points are shown. All orbitals
use the same isosurface value of 0.02 au.

Figure 3. Optimized transition state structure between the dipole-bound
and π* valence anion states. Arrows indicate atomic displacement
vectors of the imaginary frequency mode (νq) 1210 cm-1).
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dimensional potential energy surface as a function of the two
out-of-place bending motions of hydrogen atoms at N1 and C6

positions. Other internal coordinates were fully optimized with
respect to the energy similar to Figure 4. The result is presented
in Figure 5, which shows a weak correlation of these two
vibrational modes.

It should be emphasized that the present DFT calculation
gives only the lowest electronically adiabatic potential energy
surface. Unfortunately, we failed to obtain a reliable excited
state potential energy surface with the time-dependent linear-
response formalism. Sommerfeld28 has estimated the coupling
strength between the two different anion states by calculating
both the ground state and excited state potential energy surfaces
at the ADC level. A simple diabatization scheme yielded the
coupling strength of about 43 meV for the uracil anion system.
This small coupling suggests that the electronically adiabatic
picture does not always work well for understanding this
electronic isomerization dynamics. This may be an important
issue that should be addressed in the near future.

Before closing this section, it is important to comment briefly
on recent experimental studies of valence anions. Very recently,
Bowen’s group56,57 has succeeded in detecting valence anions
of DNA/RNA base molecules with exceptionally large VDE
values using a very different anion source from their previous

studies. For example, in the case of uracil, the photoelectron
spectrum shows a broad peak with a maximum at 2.49 eV,
which is much larger than that of the π* valence anion obtained
in this section (canonical tautomer configuration). On the basis
of large-scale ab initio electronic structure calculations, the
observed anions were assigned to other tautomers, where a
hydrogen atom is transferred to another site; however, it has
been pointed out that such a tautomer with a large VDE value
is not the most stable species. Thus, the formation mechanism
of those valence anions has not been fully understood yet.

3. Vibrational Resonance Structure on the
Two-Dimensional Potential Energy Surface

To understand the vibrational resonance structure experimen-
tally observed in the cross section for the e- + U f (U-H)-

+ H process, we have constructed a two-dimensional potential
energy surface as a function of the out-of-plane motion of the
hydrogen atom attached to the N1 position and the N1-H
stretching coordinate at the BH&HLYP level of theory. We have
chosen this out-of-plane motion since this a′′ -type mode slightly
couples the dipole-bound anion state with the valence π* anion
state by deforming the uracil ring (see also Figure 3). Also, it
is expected that this mode may play a role in the N1-H
dissociation dynamics since the corresponding vibrational
frequency significantly decreases with the N1-H bond increase.
As mentioned before, the C6-H out-of-plane vibration should
also play an important role in the dissociation dynamics.
However, since the construction of a three-dimensional potential
energy surface is time-consuming, we ignored this vibration in
the present preliminary dynamics calculations.

The calculated contour plot is displayed in Figure 6. Similar
to Figures 4 and 5, other internal coordinates were fully
optimized with respect to the energy. It is seen that the obtained
potential energy surface shows an expected behavior; a barrier
within Cs symmetry constraint is seen at (RNH, φ) ) (1.325 Å,
0°). Notice that this is the second-order saddle point on the
potential energy surface. It is interesting to note that the bent
dissociation barrier at (RNH, φ) ) (1.40 Å, (48.0°) measured
from the dipole-bound anion potential minimum (1.00 Å, 0°)

Figure 4. Contour plot of the two-dimensional potential energy surface
as a function of the C6-H out-of-plane angle (φ) and the N1-H
internuclear distance (RNH) calculated at the BH&HLYP level. The cross
indicates the saddle point and dotted line corresponds to the crossing
seam. Singly occupied orbitals at the two minima and the saddle point
are also shown with the same isosurface value of 0.02 au. The contour
increment is 2 kcal/mol and the zero energy is defined as the dipole-
bound anion minimum.

Figure 5. Contour plot of the two-dimensional potential energy surface
as a function of the C6-H (φ1) and N1-H (φ2) out-of-plane angles.
Crosses indicate potential minima and dotted lines correspond to
crossing seams. The contour increment is 1 kcal/mol and the zero energy
is defined as the dipole-bound anion minimum.
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is somewhat smaller than that at (1.325 Å, 0°). This is because
the origin of this barrier comes from the avoided crossing
between the repulsive σ* state and the N1-H bonding state;
i.e., the σ* state potential at φ ) 0° is slightly more repulsive
than that at φ ) (48°. Singly occupied molecular orbitals at
stationary points are also displayed in Figure 6. We can see
that the diffuse dipole-bound orbital mixes with the N1-H σ*
orbital at the Cs saddle point. On the other hand, the valence
π* orbital strongly mixes with the N1-H σ* orbital at the bent
saddle points. This behavior clearly implies that the π* valence
anion state can play an important role in the N1-H dissociation
dynamics.

It can be seen that there is a shallow potential well around
RNH ∼ 2 Å in Figure 6. Previous theoretical studies at the
B3LYP level by Li et al.26,27 also report shallow wells along
both the N1-H and N3-H stretch coordinates. Those potential
wells are presumably due to charge-induced-type attractive
interaction between (U-H)- and H. Interestingly, such a
potential well was not observed along the C-H stretching
coordinate. This is because negative charge is nearly localized
on the N1 or N3 atom in the (U-H)- anion, where the H atom
is dissociated from the N site, due to larger electron affinities
at the N site. On the other hand, negative charge is somewhat
delocalized in the (U-H)- anion where H is dissociated from
the C site. It should be mentioned that the one-dimensional
potential energy curve of Scheer et al.29 does not have a shallow
potential well and is purely repulsive for RNH > 1.5 Å.

We have to point out that the potential energy surface
calculated at the BH&HLYP level of theory gives an inaccurate
dissociation limit. The BH&HLYP calculation gives the energy

difference between the neutral equilibrium U and the (U-H)-

+ H dissociation limit to be 0.95 and 1.33 eV with and without
zero-point energy correction, respectively. These values are
much larger than the experimental appearance energy of the
(U-H)- + H production channel (∼0.6 eV)14 although the
accurate dissociation energy cannot be determined directly from
electron-molecule scattering experiments. The present result
is also in contrast with the previous B3LYP study of Li et al.,26,27

where fairly accurate dissociation limits were obtained. There-
fore, we have applied the following Gaussian scaling factor so
that the calculated potential energy surface gives a reasonable
dissociation limit as

f(RN1H))R exp[-�(RN1H -RN1H
e )2]+ 1-R (RN1H > RN1H

e )

(2)

Here R and � are adjustable parameters and RN1H
e is the

equilibrium N1-H distance (1.003 Å) at the dipole-bound anion.
We employed the following values, R ) 0.33 Å-2 and � ) 35
Å-2. These values yielded the dissociation limit to be 21.2 kcal/
mol (see Figure 7a below).

With the two-dimensional potential energy surface thus
modified, we have carried out time-dependent wave packet
calculations to obtain the state density profile above the (U-H)-

+ H dissociation threshold energy. The initial wave packet was
constructed from the two-dimensional neutral state potential
energy surface and the time-evolution of the wave packet was
calculated by using the standard split-operator method on the
two-dimensional grid points. In actual calculations, we employed
Cartesian coordinates with x ) RN1H cos φ and y ) RN1H sin φ

and the corresponding kinetic energies were evaluated by using
the standard fast-Fourier-transform algorithm. To avoid un-
physical reflection of the wave packet at the edge of the grid,
numerically optimized complex linear-type absorbing potentials
were used. The state density spectrum was extracted from the
Fourier transform of the autocorrelation function.

Figure 7b displays the calculated state density spectrum.
Needless to say, one cannot compare the calculated spectrum
directly to the experimentally measured cross sections since our
calculations do not include electron capture processes. However,
we believe that the present reduced-dimensionality calculation
can provide a qualitative picture of vibrational resonance
structures. From the result presented in Figure 7b, it is clearly
seen that the system has several resonance states above the
(U-H)- + H dissociation threshold despite only two degrees-
of-freedom being taken into account in the present dynamics.
The state density presented in Figure 7b shows an expected
behavior; relatively sharp resonance peaks can be seen in the
energy range just above the (U-H)- + H dissociation threshold
but below the dissociation barrier at RN1H ≈ 1.4 Å. We found
that most of these resonances correspond to the vibrational states
with the vibrational quantum numbers being (V1 ) 0 or 1, V2),
where V1 is the vibrational quantum number of the N1-H
stretching while V2 is the quantum number of the out-of-plane
bending. We found that the quantum number V2 is generally
quite large (V2 . 0) for those resonance states. The energy
widths for these resonances were estimated to be relatively small
in the range of about 0.01-0.05 kcal/mol. The wave function
density of one of these resonance states is displayed in Figure
7c as a function of (x, y) Cartesian coordinates. On the contrary,
somewhat broad resonance peaks can be seen just above the
dissociation barrier at RN1H ≈ 1.4 Å. The corresponding energy
width is about 0.5 kcal/mol. The wave function densities for
these resonances are also presented in Figure 7c. Notice that

Figure 6. Contour plot of the two-dimensional potential energy surface
as a function of the N1-H out-of-plane angle (φ) and the N1-H
internuclear distance (RNH) calculated at the BH&HLYP level. The
contour increment is 2 kcal/mol and the zero energy is defined as the
dipole-bound anion minimum. Singly occupied orbitals at stationary
points are also shown with the same isosurface value of 0.02 au.
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these resonances correspond to the V1 ) 2 states with V2 being
0 or 1. Unfortunately, we could not find the V1 ) 3 resonance
state although Scheer et al.29 have found the V1 ) 3 resonance
state just below the dissociation barrier in their one-dimensional
calculation. It should be emphasized that the resonance pattern
is generally quite sensitive to subtle features of the potential
energy surface employed. In particular, it is easily expected that
the dissociation barrier height may play the most important role
in the present case. More accurate potential energy values are
definitely necessary for more quantitative discussion. Also, it
may be important to understand the effect of other vibrational
degrees of freedom on resonance patterns. Nevertheless, we
believe that the present theoretical study would be a good
starting point for further quantitative understanding of resonance
structures in the dissociative electron attachment process of
uracil and other DNA/RNA base molecules.

4. Summary and Future Work

In this work we have investigated the lowest electronically
adiabatic potential energy surface of the uracil radical anion,
where an excess electron is bound to the molecule, using the
standard DFT methods to understand the mechanism of the

dissociative electron attachment process, e- + U f U-* f
(U-H)- + H. It was found that the BH&HLYP level calculation
give a reasonable behavior, which can describe both the diffuse
dipole-bound anion state and the valence anion state in a
balanced way. Similar to previous DFT studies, common
exchange-correlation functionals such as B3LYP cannot des-
cribe the dipole-bound anion state and significantly overestimate
the stability of the π* valence anion state. The transition state
structure between the electronic isomerization between the
dipole-bound anion and π* valence anion was successfully
optimized at the BH&HLYP level and it was found that the
a′′ -type out-of-plane motion of the hydrogen atom at the C6

position plays the most important role in the electronic isomer-
ization pathway between the dipole-bound and valence anion
states. We have then calculated two-dimensional potential
energy surfaces as a function of appropriate internal coordinates.
We have shown that the π* valence anion state plays a role in
the N1-H dissociation dynamics for the uracil anion.

We have also performed time-dependent quantum wave
packet calculations by taking only two active motions, the N1-H
stretching and the out-of-plane bending of H at the N1 site, into
the dynamics to obtain the information on vibrational resonance

Figure 7. (a) One-dimensional cut of the potential energy surface along the N1-H internuclear distance. (b) State density profile calculated from
two-dimensional wave-packet calculations. (c) Wave function densities for selected resonance positions as a function of (x, y) Cartesian coordinates
(see text).
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structures above the (U-H)- + H dissociation threshold energy.
We found several resonance states although we had to apply a
scaling factor so that the calculated potential energy surface
gives a reasonable dissociation limit. More accurate electronic
structure calculations that yield accurate dissociation limit should
be definitely performed to obtain reliable vibrational resonance
structures. Also, other important degrees of freedom including
the C6-H out-of-plane vibration should be taken in the future
dynamics calculations. Nevertheless, we believe that the present
theoretical calculations provide some important factors for
understanding the dissociative electron attachment mechanisms
of uracil.

Finally, it should be emphasized that further theoretical work
is still needed to obtain absolute cross sections of the dissociative
electron attachment process of uracil at a more quantitative level.
In particular, we did not consider electron capture processes
nor excess electron detachment processes at all since quantum
chemistry type calculations were done in this work. Recently,
elastic cross sections of electron collisions with gas-phase DNA/
RNA base molecules have been calculated by using time-
independent quantum electron-scattering techniques.58-63 Al-
though these calculations give important information on electron
capture processes through electronic resonance states, they did
not give any information on the dissociation dynamics since
fixed-nuclei approximations are usually employed. Thus, electron-
scattering methodologies including nuclear motions should be
developed in the near future.
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T. D. J. Phys. Chem. A 2004, 108, 6562.

(10) Abouaf, R.; Dunet, H. Eur. Phys. J. D 2005, 35, 405.
(11) Ptasinska, S.; Denifl, S.; Scheier, P.; Illenberger, E.; Märk, T. D.

Angew. Chem., Int. Ed. 2005, 44, 6941.
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